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ABSTRACT 

A method to represent :fracture networks as grid cell conductivities is 
described and evaluated. The method is developed for a :fracture 
system of the kind found in the Aspo area, i.e. a sparsely :fractured 
rock with a conductivity field that is dominated by a set of major 
:fracture zones. For such a :fracture system it is believed that an 
accurate description of the correlation and anisotropy structure is 
essential. The proposed method will capture these features of the 
:fracture system. 

The method will be described in two reports. The first one, this report, 
evaluates the accuracy by comparisons with analytical solutions and 
established theories. The second report is an application to the Aspo 
Hard Rock Laboratory. 

The general conclusion from this report is that the method is accurate 
enough for practical groundwater simulations. This statement is based 
on the results from three testcases with analytical solution and two 
testcases where results are compared with those from established 
theories. 



ABSTRACT (Swedish) 

En metod for att representera spricknatverk som cellkonduktiviteter i 
en kontinuummodell presenteras och utvarderas. Metoden utgar fran 
ett spricksystem av den typ som aterfinns i Aspo-omradet, dvs ett 
system dar ett fatal sprickzoner antas dominera konduktivitetsfaltet. 
For sadana system bor det vara vasentligt att beskriva 
konduktivitetsfaltets anisotropi och korrelationsstruktur pa ett korrekt 
satt. Den foreslagna metoden avser att beskriva dessa egenskaper hos 
kondukti vi tetsfaltet. 

Metoden beskrivs i tva rapporter, varav denna ar den forsta. Syftet 
med denna rapport ar att utvardera metodens noggrannhet genom 
jamforelser med analytiska losningar och resultat fran etablerade 
teorier. I rapport nummer tva beskrivs en tillampning pa Aspo­
omradet. 

Den allmanna slutsatsen fran rapporten ar att metoden ar tillrackligt 
noggrann for simuleringar av naturligt forekommande 
grundvattensystem. Denna slutsats baseras pa resultaten fran tre 
testfall med analytisk losning och tva fall dar kvalitativa jamforelser 
med etablerade teorier genomfors. 
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1 INTRODUCTION 

Most numerical models of groundwater flows subdivides the studied 
domain into smaller volumes. If a computational grid is defined we 
call these smaller volumes grid cells and we apply the conservation 
laws and other constitutive relations to these. Also material properties, 
like hydraulic conductivity and porosity, need to be specified for the 
grid cells. These properties are often measured on a smaller scale 
(support scale) and a technique to express these on the scale of the 
grid cells is thus needed (upscaling). When material properties for all 
grid cells have been obtained, the flow simulation can be performed. 
In this report we will however not follow this traditional route and the 
main argument for this can be stated as follows: 

In a sparsely fractured rock it is believed that most of the flow is 
due to a limited number of major fracture zones. The main task is 
thus to identify these and to represent them in the numerical 
model. If a refined modelling is required the next size class of 
fractures or fracture zones should be considered. For a rock block 
with dimensions 100 x 100 x 100 m3, all hydraulically active 
fractures may need to be considered. From this point of view it 
seems more logical to first consider large fractures, and then 
progressively smaller ones, than to upscale point measurements. 

This is essentially the approach used by discrete fracture network 
(DFN) models. DFN models also require information from field 
measurements in order to specify the properties of the fracture 
network (fracture size distribution and orientation, transmissivities, 
etc ). The flow is then calculated in each fracture individually and there 
is hence no need to represent the fracture as grid cell conductivities. 

One can thus identify two basic approaches in groundwater modelling; 
in one we define grid cell conductivities (sometimes called the 
continuum porous-medium (CPM) approach), in the other we 
calculate the flow through the network directly (DFN approach). Both 
approaches have their merits and drawbacks, which however will not 
be discussed in this report. Instead we will try to combine the 
approaches, meaning that we first generate a fracture network and 
then represent the network as grid cell conductivities. The resulting 
conductivity fields are expected to have some desirable properties, 
like realistic correlation and anisotropy structure, provided the 
network is properly represented in the grid. In order to demonstrate 
the correctness and potential of the method, two studies are carried 
out. The first one, this report, attempts to show that a single fracture, 
or a fracture network, can be represented in a computational grid with 
acceptable accuracy. The second report, Svensson (1999), describes 



an application to the A.spo Hard Rock Laboratory (HRL). Here field 
data are extensively used to specify the fracture network and to 
calibrate the model. It is recommended that both reports are studied in 
order to get a full account of the method proposed. 

The objective of this report is to establish how well a fracture network 
can be represented as grid cell conductivities. This will be done by a 
series oftestcases for which analytical solutions or results from 
theories are available. Altogether five test cases will be analysed. 
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2 BASIC CONCEPTUAL ASSUMPTIONS 

2.1 THE SITUATION IN MIND 

The proposed method may not be applicable to all fractured rocks. If, 
for example, the conductivity is due to small but highly conductive 
fractures it may be a good approach to generate cell conductivities 
from a log-normal distribution and neglect possible correlation and 
anisotropy structures. Another possibility is that relatively few large 
fracture zones dominate the hydraulic properties of the rock. This is 
the expected situation at Aspo (Rhen et al., 1997). In Figure 2-1 the 
major fracture zones at Aspo are shown. The properties, location and 
extension of these zones have been extensively studied and it is 
believed that they provide the "first order" response in, for example, a 
pump test. The length scale of the major fracture zones is typically 
above, say, 300 metres. Fracture zones smaller than 300 metres have 
also been mapped at Aspo, see for example Figure 2-2, and there is no 
reason to assume that these can be neglected. 

The method is developed with a fracture system of the kind found at 
Aspo in mind. A recent analysis ofLaPointe et al. (1999) shows that 
the fracture system can be characterised by fractal scaling laws, which 
indicates that the fracture length distribution can be described by a 
power law. These features of the fracture system are fully recognised 
when the fracture network for Aspo is generated, see Svensson (1999). 

2.2 GRID CELL CONDUCTIVITIES 

Before we discuss how fractures are represented as grid cell 
conductivities a few characteristics of the computational grid and the 
fractures need to be introduced. A staggered grid is to be used, which 
means that scalar quantities, like pressure and salinity, are stored at 
cell centres while velocity vectors are stored at cell wall centres, see 
Figure 2-3. Each variable is assumed to be representative for a certain 
control volume, which is the volume the discretized equations are 
formulated for. For a velocity cell it is clear that the driving pressure 
force can be easily formulated. As we are going to apply the Darcy 
law to the velocity cell we also need a relevant cell conductivity to 
obtain the cell wall velocity. How to calculate this conductivity is the 
main subject of this chapter. First, however, we need to define some 
nomenclature for the fractures, see Figure 2-3. A fracture that has one 
single opening will in the following be called a single fracture, while a 
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fracture zone consists of several crossing fractures. For a single 
fracture we call the width of the opening the aperture, which is 
typically less than 10-3 metres. For a major fracture zone the width is 
typically 10 metres. In the present study we will make no distinction 
between a single fracture and a fracture zone; both are idealised as a 
block with dimensions H (height), W (width) and L (length). In 
Figure 2-3 also the fracture centre plane is defined; for 2D cases a 
corresponding fracture centre line can be defined. If the transmissivity 
of the single fracture, or the fracture zone, is denoted T we can define 
the hydraulic conductivity of the block as K = TI W . In the following 
we will call the conductive block a fracture. The key idea of the 
method can now be stated as follows: 

Fractures are assumed to have a width and a conductivity. A 
fracture contributes to the conductivity of a velocity cell by an 
amount which is equal to the intersecting volume times the 
conductivity of the fracture. Contributions from all fractures that 
intersect the velocity cell are added and the sum is divided by the 
cell volume. This gives the velocity cell conductivity. 

Some illustrations of the concept of intersecting volume can be found 
in Figure 2-4. For a small fracture the intersecting volume may be the 
fracture volume, while for a large fracture the cell volume can be the 
intersecting volume. The basic principle of the method is obviously 
very simple but, as will be demonstrated in this report, still general 
enough to handle even complex fracture networks. A few properties of 
the method can already at this stage be identified: 

• All cell wall conductivities will be different, as we generate three 
conductivity values for each scalar cell. A conductivity field that is 
anisotropic on the cell scale is hence always generated. 

• A fracture smaller than the cell size can not generally contribute to 
the anisotropy or correlation of the conductivity field. 

2.3 A FIRST ESTIMATE OF ACCURACY 

Some calculations (which can be done without a computer) for 2D 
cases will now be presented; these cases illustrate the basic idea and 
also give a first estimate of the accuracy that can be expected. 

Various fractures that intersect a velocity cell are shown in Figure 2-5. 
It is also shown how the conductivity of the velocity cell is calculated. 
For the cases shown the cell conductivity is calculated correctly, 
meaning that a correct flux is obtained through the fracture. However, 
for thin fractures this may not always be the case. If the fractures are 
aligned with a coordinate direction, or at an angle of 45° to the 
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coordinate directions, it can be shown that a correct flux is obtained. 
For other angles a correct flux is obtained or a small error (resulting in 
an error of a few% in the calculated flow rate) may occur. In the 
worst case found the fracture centre line has an equation like 

y = 0.5x + 0.25 (in the coordinate system shown in Figure 2-5). If the 

fracture is very thin (WI~ < < l , where ~ is the size of the grid cell) a 
flux of 83.3% of the correct one is obtained. The accuracy increases 

however rapidly if the fracture is made thicker. For WI~= 0.25 the 
flux ratio is 0.925 and for WI~= 0.89 it is 0.986. We learn from 
these calculations that the fracture width, W, in relation to the cell 
size, ~, is affecting the accuracy of the representation. 
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Figure 2-3. Some features of the computational grid (top) and some 
definitions of the fracture geometry. 
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3 MATHEMATICAL MODEL 

3.1 BASIC ASSUMPTIONS 

It will be relevant to assume that the fluid is incompressible and the 
flow is steady for all testcases to be discussed. We will further assume 
that the Darcy law applies and that no forces due to density gradients 
are present. 

3.2 GOVERNING EQUATIONS 

Under the assumptions made the following equations apply: 

Momentum: 

0=- Bp - Pog u 
Bx Kx 

(3-1) 

(3-2) 

(3-3) 

Mass balance: 

a a a 
-p u+-p v+-p w=0 
Bx 0 cy 0 Bz 0 

(3-4) 

where u, v and w are Darcy velocities, Kx, Ky and K2 conductivities, p 

pressure, g acceleration due to gravity and p 0 (= 1000 kg/m 3 ) density. 

The coordinate directions are denoted x, y and z. 

3.3 BOUNDARY CONDITIONS 

Two types of boundary condition will be used; prescribed pressure 
and zero mass flux. In many of the test cases pressure is 

11 



prescribed for two opposite faces of the computational domain and a 
zero flux condition is used for all other boundaries. 

3.4 NUMERICAL TOOL AND OUTPUT PARAMETERS 

The system of equations is solved by the general equation solver 
PHOENICS (Spalding, 1981). PHOENICS is based on a finite-volume 
formulation of the basic equations and embodies a wide range of 
coordinate systems ( cartesian, body-fitted, cylindrical, etc) and 
numerical techniques (higher order schemes, solvers, etc). 
The basic output parameters from the model are pressure and Darcy 
velocities. It is however simple to generate additional output 
parameters like hydraulic head. 
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4 RESULTS 

4.1 INTRODUCTION 

Five testcases have been designed for the evaluation of the suggested 
method. The first three cases deal with situations for which analytical 
solutions are available. Quantitative comparisons can thus be made. 
The two last testcases compare the simulated results with those from 
established theories. 

In all cases we will use a computational domain, 2D or 3D, with a 
sidelength of 100 metres. The cell size L'.1 is 1 metre if not otherwise 
stated. For computational reasons a small background conductivity is 
added to all cells. This conductivity was given a value of 10-12 m/s; a 
value small enough to give a negligible contribution to the flow 
through the domain. Further details will be given separately for each 
test case. 

In Section 2 it was shown that the accuracy of the method is related to 
WI L1 , i.e. the fracture width in relation to the cell size, and the angles 
the fracture forms with the coordinate directions. These aspects will 
therefore be in focus in the first three test cases. 

4.2 A SINGLE FRACTURE IN A 2D DOMAIN 

The first case to be discussed deals with a fracture that runs along the 
coordinate directions, see Figure 4-1. We expect that the fracture 
transmissivity should be correctly represented in this situation. The 
main task is therefore to evaluate if a correct pressure distribution can 
be obtained. As can be seen in Figure 4-1, the global pressure gradient 
is in a diagonal direction. It can also be understood that a local 
pressure gradient that is in the opposite direction needs to be 
generated in order to drive the flow through the fracture. 

The coordinates for the centreline of the fracture are given in 
Figure 4-1; the total length along the centreline is 360 metres. The 
centreline does however not represent the mean streamline in the right 
angled bends of the fracture, see Figure 4-1. As the fracture width will 
be represented in two cells in the grid (to be discussed further below) 
a quarter of a circle (with a radius of 2L1) is a better representation of 
the flow around a comer. With this assumption the total length of the 
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mean streamline is 355.3 metres; this is the value to be used when the 
simulated transmissivity is evaluated. 

The calculated pressure distribution is shown in Figure 4-2. As can be 
seen a complex pattern is obtained, but the pressure drop along the 
centreline of the fracture is linear, as expected. 

The most direct way to analyse the simulations would be to compare 

the calculated flow through the fracture, Q, with the corresponding 
flow given by the analytical solution. However, we can not obtain the 
exact analytical solution due to the uncertainty about the mean 
streamline length, discussed above. Instead we choose to compare the 
simulated mean transmissivity of the fracture, T, with the prescribed 

transmissivity, Ta, which is equal to the prescribed conductivity times 

the fracture width. The simulated mean transmissivity can be 
evaluated from: 

T =Qldh 
L 

(4-1) 

where Q is the calculated flow through the fracture, dh the prescribed 
head difference ( = 1 metre) between the inlet and outlet sections and 
L (= 355.3 metres) the total length of the average streamline, 

discussed above. The ratio TI Ta is given for different fracture widths 

in Table 4-1. As can be seen a very close agreement is found. 

In Table 4-1 it is seen that TI Ta is 1.005 for WI A = 2.0 but 0.999 for 

all other widths. This result can be explained by considering how the 
fracture is represented as grid cell conductivities. In Figure 4-3 the 
two situations are illustrated. When W = 2A conductivities for 
velocity cells are generated that allow a shortcut around the comer. 
For W s A this shortcut is closed; in fact all fractures with W s A 

will be represented in the same cells, which explains why TI Ta is 

constant for these widths. 

Table 4-1. Fracture transmissivity as represented in the grid, T, 
normalised with the true, prescribed transmissivity, To, versus 
fracture width, W. 

WIA TI To 
2.0 1.005 
1.0 0.999 
0.5 0.999 

0.25 0.999 
0.125 0.999 
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Figure 4-2. A single fracture in a 2D domain. Pressure distribution. 
Solid line indicates centre line of fracture. 
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4.3 A SINGLE FRACTURE IN A 3D DOMAIN 

It was noted in Section 2.3 that the accuracy of the representation of a 
fracture is depending on the angles the fracture forms with the 
coordinate directions and the width of the fracture (in relation to the 
cell size Ll ). The purpose of this testcase is to establish the magnitude 
of the errors that can be expected due to these effects. 

The situation studied is outlined in Figure 4-4. The pressure is held 
constant on two opposite faces ( y = 0.0 m and y = I 00.0 m) and a 
zero flux condition is used on all other boundaries. At the inflow 
boundary the position of the fracture is fixed, with centreline 
coordinates ( 10.0, 0.0, 10.0). The fracture position at the downstream 
boundary is varied in order to test a wide range of angles to the 
coordinate directions. Also a range of widths were tested, but the 
height of the fracture was kept constant at 5 metres. 

Results are presented in Table 4-2. Five downstream fracture positions 
and five fracture widths were tested. The five downstream fracture 
positions will give a fracture that, for the first position, is parallel to 
they- coordinate while the last position gives a fracture that almost 
follows a diagonal in the box. Note also that the x and z coordinates 
for the downstream positions are different; this ensures that the 
fracture will have different angles to all three coordinate directions 
( except for the first position). The grid representation of the 
transmissivity, T, is obtained from the calculated flow rate, the 
pressure difference between the inlet and outlet planes and the 
centreline length of the fracture. In Table 4-2 the ratio T/T0, where To 
is the true, prescribed, transmissivity, is given for the five downstream 
positions and fracture widths. For the first position, i.e. the fracture 
that is parallel to they-coordinate, the transmissivity is represented 
exactly in the grid. For other angles it is found, as expected, that the 
error generally increases with decreasing WI Ll. In Table 4-2 also the 
average T/T0 as a function of WI Ll can be found. The average ratio for 
all 25 tested situations is 0.986. 

A comment may be needed to the value 1.005 (x = 90, z = 70, 
WI Ll = 2.0) in Table 4-2. It is expected that the method gives 

TI T0 ~ 1.0 for all widths and all angles the fracture forms with the 
coordinates. The explanation for values larger than 1.0 is that the 
mean streamline may be shorter than the centreline of the fracture, see 
Figure 4-4. The T-values in Table 4-2 were all calculated using the 
centreline of the fracture as the distance between the inlet and outlet 
plane and may hence overestimate the length somewhat. 
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Figure 4-4. Single fracture in a 3D domain. Outline of situation 
studied (top) and illustration of fracture centre line and mean 
streamline. All distances in metres. 
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Table 4-2. Single fracture in a 3D domain. The transmissivity as 
represented in the computational grid, T, normalised with the true 
transmissivity, T0 , for various fracture widths and orientations. 

Fracture coordinates at Transmissivity ratio, T/T0 

downstream boundary Fracture width, WI I'-.. 
[m] 2.0 1.0 0.5 0.25 0.125 

X = 10.0, Z = 10.0 1.000 1.000 1.000 1.000 1.000 
X = 30.0, Z = 25.0 0.996 0.992 0.980 0.953 0.950 
X = 50.0, Z = 40.0 0.996 0.989 0.970 0.948 0.966 
X = 70.0, Z = 55.0 1.000 0.994 0.984 0.971 0.968 
X = 90.0, Z = 70.0 1.005 0.999 0.996 0.993 0.989 

Average 0.999 0.995 0.986 0.973 0.975 

4.4 MANY FRACTURES IN A 3D DOMAIN 

The next case to be discussed deals with many fractures that may 
cross each other. The computational domain is the same as in the 
previous case, see Figure 4-4. In the present case we will however 
include many fractures with start and end positions randomly 
distributed on the inlet and outlet boundaries. The purpose of the 
testcase is thus to evaluate how well we can predict the transmissivity 
of several, randomly oriented, crossing fractures. 

As in the previous cases a range of widths will be considered, but the 
height of the fractures will be held constant and equal to 5 metres. 25 
fractures will be generated with start and end positions randomly 
distributed on the squares 10.0 < x < 90.0, 10.0 < z < 90.0. The total 
flow rate, Q1 , will be equal to the sum of the flow in each fracture: 

(4-2) 

In order to calculate the average fracture transmissivity as represented 
in the grid, T, we need to know the total flow rate and the sum of the 
inverted fracture lengths. These lengths are calculated and stored 
during the generation of the fractures. The generated fracture system, 
consisting of 25 fractures, is shown in Figure 4-5. As can be seen a 
complex system of crossing fractures is generated. Simulations were 
carried out for a range of fracture widths and the average fracture 
transmissivity, T, was estimated from equation ( 4-2). The result is 
found in Table 4-3. As for the other testcases, we find that the error 
increases with decreasing fracture width. For WI I'-..= 2.0 the ratio 
TI T0 > 1 ; this is probably due to the estimate of the mean streamline 
length, discussed in the previous testcase. 
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The last comparison with an analytical solution concerns a situation 
with varying fracture-sections. In the case discussed above all 
fractures had the same cross-section. Now we let the height of the 
fracture vary randomly from 1.0 to 10.0 metres and further assume 
that the width is 10% of the height. For this case we evaluate the 
simulated fracture conductivity, K, using the following relation: 

When we generate the fracture system we calculate and store 

L HW I L . With Q1 obtained from the simulation we can estimate 

the average fracture conductivity, as represented in the grid. Using 25 

fractures, illustrated in Figure 4-6, we obtain K I K 0 = 0.999, where 

K 0 is the true fracture conductivity. 

Table 4-3. Many fractures in a 3D domain. The average 
transmissivity as represented in the computational grid, T, 
normalised with the true transmissivity, To, for a range of 
fracture widths. 

Fracture width Average 
W/11 transmissivity 

T/To 
2.0 1.006 
1.0 1.000 
0.5 0.987 

0.25 0.967 
0.125 0.955 
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Figure 4-5. Many fractures in a 3D domain. Illustration of the fracture system. 
The bottom of the box has been marked with a grid. Colours do not indicate 
any varying property. 
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Figure 4-6. Many fractures in a 3D domain. Colour indicates fracture size 
with biggest fractures blue and smallest green. The bottom of the box has been 
marked with a grid. 
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4.5 PERCOLATION THEORY 

So far we have only considered fractures that directly connect one 
face of the box with the opposite one. However, in this testcase thin 

(w = 0.01 m) square fractures with side lengths of five or ten metres 
will be distributed randomly in a 100 x 100 x 100 m3 box. The two 
main objectives of the testcase are: 

The software package includes an algorithm that detects and 
removes isolated fractures, or fracture clusters. The algorithm is 
not exact but may in some cases regard two fractures that are 
close, but separated, as being in contact. It needs to be verified, by 
visual inspection of a fracture network, that the algorithm does its 
task with acceptable accuracy. 

Below a certain fracture density, d, (number of fractures per unit 
volume) the box faces are not connected, while they are connected 
through the fracture network above this value. The critical density, 
de, is called the percolation threshold. Estimates of de for various 
fracture networks can be found in the percolation literature and we 
want to ensure that our fracture network connects the box faces at 
the correct fracture density. 

In a numerical simulation only finite size systems can be considered, 
while theoretical estimates of de often assume infinite systems. Many 
studies are also restricted to orthogonal fracture sets; a recent example 
is Bour and Davy (1998). Fewer results are available for the situation 
we have in mind. However, in Robinson (1984) randomly oriented 
square planes in a finite volume are studied and a critical density is 
given. The percolation criterion was that all six faces should be 
connected by one single cluster. The critical density given by Robinson 
for a box of 20 x 20 x 20 m3 filled with thin squares of side length one 
metre is 1.231 planes per unit volume; this value will be used as a 
reference. 

A fracture network, at the critical fracture density, is shown in Figure 
4-7. The fracture length is 5 metres; the fractures have random 
positions and orientations. The corresponding network for fracture 
length 10 metres is found in Figure 4-8. In both figures all isolated 
fractures and fracture clusters have- been removed. By careful visual 
inspection ( different view angles, close up views, etc) it is possible to 
conclude that no isolated fractures are left. It is harder to conclude that 
no isolated fracture clusters are kept; visually it was however not 
possible to find any. 

Next we consider the question of critical fracture density, de. As both 
the fracture positions and orientations are randomly distributed one 
realises that de can only be given as a probability. For the fracture 
lengths 5 and 10 metres ten realisations were carried out at three 
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different fracture densities. The result is summarised in Table 4-4. It 
will probably take more than ten realisations to get a correct estimate 

of de. However, ifwe base an estimate of de on the fracture density 
that gives a connection with a probability of 50% we find that 

de ~ 8 x 10-3 for fracture length 5 metres and de ~ 1.1 x 10-3 for 
fracture length 10 metres. The corresponding values from the analysis 

of Robinson (1984) are 9.85 x 10-3 and 1.231 x 10-3 • We can thus 
conclude that a fair agreement is achieved. In this context it is also of 
interest to compare our results with the formula given by Charlaix et 
al. (1984): 

p = d * (average area of the fractures)* (average half perimeter) (4-4) 

Charlaix et al. (1984) proposed that the dimensionless number p must 
lie between 1.5 and 3 at the percolation threshold. The present 
simulations give p ~ 2.1, for both fracture sizes, and are hence in 
good agreement also with this criterion. 

Finally some flow simulations will be presented. The purpose of these 
is to demonstrate that a connected fracture network also results in 
connected flow channels when the fractures are represented as grid 
cell conductivities. In order to get clearer illustrations we now use 
networks that only connect two opposite faces. A head difference is 
applied over the two opposite faces, while a zero flux condition is 
used on all other boundaries. A steady state flow calculation is then 
performed. By plotting an isosurface for the velocity magnitude the 
flow channels are depicted, see Figures 4-9 and 4-10. As can be seen, 
the larger fractures can be identified in the flow channels. 

Table 4-4. Critical fracture density. For each fracture size and 
fracture density 10 realisations were tested for connectivity 
between all six faces of the box. 

Fracture size Fracture density % Connected 
[m] [number per unit 

volume] 
5 7.5 X 10-3 0 

8.0xl0-3 70 

8.5 X 10-3 100 

10 l.00x 10-3 20 

1.05 X 10-3 30 

l.l0xl0-3 90 
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Figure 4-7. A.fracture network that connects all six faces of the box. Fracture 
density at the percolation threshold. All isolated fractures and fracture clusters 
have been removed. Fracture size is 5 metres. The bottom of the box has been 
marked with a grid. 
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Figure 4-8. A fracture network that connects all six faces of the box. Fracture 
density at the percolation threshold. All isolated fractures and fracture clusters 
have been removed. Fracture size is 10 metres. The bottom of the box has been 
marked with a grid. 
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Figure 4-9. A.fracture network that connects two opposite faces of the box 
(top) and the corresponding flow channels. Fracture density at the percolation 
threshold. Fracture size is 5 metres. The two connected sides of the box have 
been marked with grids. 
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Figure 4-10. A.fracture network that connects two opposite faces of the box 
(top) and the corresponding flow channels. Fracture density at the percolation 
threshold. Fracture size is I O metres. The two connected sides of the box have 
been marked with grids. 
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4.6 EFFECTIVE DOMAIN CONDUCTIVITY 

In this testcase we will consider situations with :fracture densities well 
above the percolation threshold, which means that two opposite faces 
in our computational domain will always be connected. How well the 
two sides are connected can quantitatively be expressed with the 

effective domain conductivity, Keff, in the studied coordinate 

direction. The purpose of this testcase is to verify that Keff is in 

agreement with available theories on how K eff is related to the 

properties of the grid cell conductivities. 

A thorough review of theories can be found in Renard and Marsily 
(1997). We will compare simulations with three expressions from this 
review, assumed to be valid for a stationary, uncorrelated isotropic 
medium with log-normally distributed cell conductivities. 

Matheron (1967): 

(4-5) 

Gutjahr et al (1978): 

(4-6) 

Dagan (1993): 

(4-7) 

where KG is the geometric mean of the grid cell conductivities and 

a 1~(k) represents the variance of the conductivity logarithm. 

It is not straight-forward to set up a numerical simulation, whose 
results can be compared with the theories. This is due to the 
assumptions mentioned above. As we start with a fracture network a 
certain correlation will result and it is also hard to ensure that the cell 
conductivities are log-normally distributed. The following 
assumptions and specifications of the simulations should be noted: 

• The :fractures are randomly distributed and oriented, which gives 
an isotropic conductivity field globally; on the cell scale an 
anisotropic field will however be generated. 
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• Two fracture sizes ( 5 and 10 metres) will be tested. The fractures 
are square and thin (W= 0.01 metre). This gives an indication of 
how sensitive the results are to the correlation length. 

• By prescribing a log-normally distributed fracture transmissivity a 
fair agreement with the condition concerning log-normally 
distributed cell conductivities can be obtained (to be shown 
below). This was found simply by trial and error and there is no 
theoretical justification to this. 

• About 10 000 fractures of fracture size 10 metres, and 40 000 of 
size 5 metres, in a volume of 100 x 100 x 100 m3 were generated. 
The reason for using such a high fracture density is that all cell 
conductivities should be affected by a fracture. If not, the 

calculation of KG may be dominated by the small background cell 

conductivity, used to avoid zero conductivities in the simulations. 

• In order to compare the simulations with the theoretical results we 

need to vary o-1n(k) ( calculated from cell conductivities in the 

simulations). This was achieved by different grid resolutions. 

Increasing the cell size will reduce o-1n(k). 

Now to the results of simulations. First we need to demonstrate that 
the cell conductivities are log-normally distributed. The fracture 

transmissivity was put to 10-9-0+1.sc, where C is a random number from 
a normal distribution with zero mean and standard deviation 1.0. As 
mentioned above, this expression was found by trial and error. The 
resulting distributions of cell conductivities for the two fracture sizes 
are shown in Figure 4-11. As a straight line indicates a log-normal 
distribution we can conclude that the cell conductivities are in fair 
agreement with this distribution. The comparison with the theoretical 
results is given in Figure 4-12. It is found that the theories show a 
significant spread for large variances. The curve by Gutjahr et al. 
(1978) is however only valid for small variances and the departure for 
large variances is thus expected. The solid line represents present 
simulations for both fracture sizes. It is found to be below the curves 
of Dagan (1993) and Matheron (1967). It is interesting to note that De 
Wit (1995) found that conductivity fields with a correlation structure 

give a lower K eff I KG , for a given variance, than the uncorrelated 

field. 

Due to the many uncertainties involved, it is difficult to draw any firm 
conclusions from this testcase. The following statement may however 
be valid: "The fracture networks specified, generate cell conductivities 

that give a relation between Keff I KG and o-1n(k), that is in qualitative 

agreement with classical theories". 
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Figure 4-11. Distribution of cell conductivities for a fracture network of 5 
metres fractures (top) and 10 metres fractures. Two grid sizes are shown for 
each fracture size. The straight line in the diagrams indicates a log-normal 
distribution. 
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5 DISCUSSION 

The general impression of the results from the testcases is that good 
agreement is obtained both with analytical solutions and relevant 
theoretical results. The method has however some limitations which 
are important to be aware of: 

• For fractures that are thin in relation to the grid size, say 
WI b. < 0.5, the transmissivity may be represented with an error of 
a few percent. This has been clearly demonstrated in this report. 

• The cell size b. also sets a lower limit on the size of features that 
can be represented correctly in the grid. Obviously there is no 
possibility to take the orientation of a fracture, that is smaller than 
the cell size, into account. What is perhaps more important is that 
we cannot always resolve the space between two fractures. In 
Figure 5-1 this problem is illustrated. However, resolution 
problems are an inherent part of the discretization procedure and 
have to be accepted. If possible, one should estimate how sensitive 
the results are to the grid resolution by making runs with different 
grid sizes. 

Regarding the accuracy it is found that a few percent of the 
transmissivity are lost when a fracture is represented as grid cell 
conductivities. It may then be a good idea to increase the 
transmissivity with a few percent to compensate for this loss. The 
correction should however only be one or two percent for fractures 
with WI b.> 0.5. The resolution problem, discussed above, increases 
the connectivity and hence the effective conductivity for realistic 
fracture networks. The two effects hence work in opposite directions 
and it is probably best not to compensate for the transmissivity loss. 

The smallest fracture width used in the testcases with analytical 
solution is WI b.= 0.125. Small fractures are often best described as 
"a single opening" and the aperture is then less than, say, 1 mm. The 
fracture width from WI b.= 0.125 will always be orders of magnitude 
larger than this aperture. We also know that our method for 
representing fractures in the grid is sensitive to WI b.. In Figure 5-1 
some illustrations are shown. From these it is clear that a fracture will 
be represented almost the same way in the grid if WI b.= 0.125 or if 
the fracture is very thin. The recommendation is therefore: major 
fracture zones should preferably be given a width > 0.5b., in order to 
keep the error in the calculated flow rates smaller than a few percent. 
No fracture should have a smaller width than about O. lb., as the 
smallest width tested against the analytical solutions is 0.125b.. 
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Figure 5-1. Illustration of the resolution problem (top) and 
representation of thin fractures in the computational grid. 
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A relevant topic for discussion is whether the testcases considered are 
adequate. One may, for example, criticise that all fractures, for the 
testcases with analytical solution, extended from the inlet to the outlet 
boundary. Further, for the testcases with one or several fractures in a 
3D domain, the global pressure gradient was always in a coordinate 
direction. Does that limit the value of the tests? More testcases and 
combination of cases can always be suggested and may reveal new 
shortcomings of the suggested method. It is however believed that the 
crucial part in the evaluation of the method is to demonstrate the 
influence of the width of the fracture and the influence of the various 
angles the fracture makes with the coordinate directions. The testcase 
"a single fracture in a 3D domain" is thus perhaps the most important 
one. For this testcase, one may note that the direction of the global 
pressure gradient is at a varying angle to the fracture centre line, as the 
downstream position of the fracture changes. It is thus believed that 
the testcases considered are relevant, but it is also appreciated that 
new testcases may reveal new aspects of the suggested method. 
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6 SUMMARY AND CONCLUSION 

The objective of this report is to establish how well the suggested 
method can represent a fracture network as grid cell conductivities. 
For this purpose five test cases have been carried out. The results from 
these can be summarised as: 

• Comparisons with analytical solutions show that fractures that 
directly connect two opposite faces of the domain are represented 
with very high accuracy; if WI~> 0.5, the error in the flow rate 
is~ 2%. 

• A comparison with results from percolation theory shows that a 
connected fracture network is obtained at the right fracture 
density, i.e. the critical density or the percolation threshold. 
Fracture nets, at the percolation threshold, have been shown to 
result in connected flow channels. 

• Theoretical results are available for how the conductivity for the 
whole domain is related to the properties of the cell conductivities. 
A qualitative agreement with these theories is demonstrated. 

The general conclusion of the study is that the proposed method to 
represent fracture networks as grid cell conductivities is accurate 
enough for practical groundwater simulations. 
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CONDENSED DESCRIPTION OF GROUNDWATER FLOW 
MODEL. 

Representation of fracture networks as grid cell conductivities 

Scope 
Comparisons with analytical solutions and theories 

Process description 
Conservation of mass and momentum (Darcy's law) 

CONCEPTS DATA 
Geometric framework and parameters 

Domain divided into 
computational cells to which 
conservation laws are applied. 

Domain size: 
100 X 100 X 100 m3 

Computational grid: 1 000 000 
cells. 

Material properties 

Hydraulic conductivities (K). I No field data is used. 

Spatial assignment method 

Cell conductivities are 
calculated from a fracture 
network. 

No field data is used. 

Boundary conditions 

Zero flux or prescribed pressure. , No field data is used. 

Numerical tool 
PHOENICS 

Output parameters 
Darcy velocities, pressure 
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